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The Linear Model

In selection indices, the data are centred

THE FIXED EFFECTS MODEL

y = µ + E + P + βx + e = Xb + e

( )

1

2

2

2

2

2

0 0

0
var

n

e

e

e

e

 
 

 = = 
 
 

  

e I






( )    1 2, , , 0,0, ,0nE E e e e = =e

( )
1ˆ −

 =b X X X y



The Linear Model

THE FIXED EFFECTS MODEL
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The Linear Model

THE FIXED EFFECTS MODEL
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THE FIXED EFFECTS MODEL
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Interlude: 

Fixed effects and random effects



Fixed or random?
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Problem: Evaluate a bull with n daughters from different cows
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• Breed effects: Fixed or random?

• Herd effects: Fixed or radom?

• Sire effects: Fixed or random?

• Treatment (panelist): Fixed or 
random?

• Treatment (diet): Fixed or random?

Fixed or random?



• FIXED: Large n

              Few levels

   Leads to a good correction

• RANDOM: Small n

                  Many levels

   Leads to poor correction 

   Leads to a better residuals structure

Fixed or random?



End of the Interlude



The Linear Model

THE MIXED MODEL

y = µ + E + P + a + e

y: data from a single lactation (e.g., kg of milk)

E: season

P: calving (lactation number)

x: age of the cow

a: additive genetic effect

p: permanent environmental effect across lactations

e: residual

y = µ + E + P + βx + a + p + e



The Linear Model

THE MIXED MODEL

y = µ + E + P + a + e
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The Linear Model
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BLUP
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BLUP
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BLUP

Genetic trends

• The complete relationship matrix A from generation zero should be used

• All the data used in selection should be analyzed together

• The true genetic parameters in the base generation must be used



BLUP

Other models

1. Multi-trait BLUP

2. Maternal Effects Model

3. Sire Model

4. Model with dominance

5. Model with genetic groups

6. Reduced animal model

a py F a m m e= + + + + +

= + + +y F s e

= + + + +y F a d e

= + + + +y F G a e

1 1 w  ···  w= + + m mE a aa



BLUP

Properties of BLUP

• BLUP maximizes the response to selection 
      If the genetic parameters used to calculate it are the true ones

• BLUP maximizes the correlation between the predicted and the true value

• BLUP has the minimum risk among the unbiased estimators

• The prediction errors increase with the number of generations
      this is due to the increase in relationships

• BLUP predictions are not affected by the reduction in variance due to selection 

     since they only use the variances of the base population

• Data should not necessarily be Normally distributed to apply BLUP

The properties of selection indices also apply to BLUP
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Likelihood
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f(y0|m)

Variable



NT
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250 x

y0= 1.6

mTRUE

f(y|m = true)

The true value does not maximise 
the probability of the sample!

ML would maximise the probability 

of the sample only if the parameter 

were the true value.
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f(y|θ)

Likelihood is a 
rational degree 
of belief.

Maximum Likelihood



Likelihood is a 
rational degree 
of belief.

a b

f(y|θ)

The true value 
may be a or b.

Maximum Likelihood



Likelihood is a 
rational degree 
of belief.

a

The true value 
may be a OR b.

f(y|θ)

… but frequentists only 
consider the 
maximum!

Maximum Likelihood
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Maximum Likelihood

NT

0.129661

1.825e-007

g1( )x

250 x

m = true

Maximum has favourable 

distributional properties

a cb …but only if n is 
sufficiently large 
!!
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